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Abstract

The ALLSPD-3D Computational Fluid Dyhamics
code for reacting flow simulation was run on a set of
benchimark test cases to determing its parallel
efticicncy. These test cases included non-reacting
and reacting flow simulations with varying nufhbers
of processors. Also, the iests explored the effects of
scaling the siraulation with the nutber of processors
in addition to distributing a constant size problem
over an increasing numiber of processors. The test
cases were run oh a cluster of IBM RS/6000 Model
590 workstations with ethemet and ATM fietworking
plus a sharéd memory SGI Power Challenge L
warkstation. The results indicate that the network
capabilitics sigmﬁcamly influence the parallcl
efficiency, i.e.. a shared mefmory machinc is fastest
and ATM netwarking provides acceptable
performance. The limitations of ethernct greatly

hamper the rapid calculation of flows using ALLSPD-

n.

Nomenclatur

[

S = Speedup

b = Efficieficy

N = Number of processors

T =Time

T..n= wall clock or ¢lapsed time

T.p, = CPU time uscdl by process

i = senal processing with a single processor
paaier 3¢ parallel processing with mulidple processors
ATM = Asynchronous Transfer Mode network
ethemet = Ethernet netwark

Rug, 22 Reynalds Number bused on diamcter
Twr = Reference Temperature

U, = Reference Velocity

K = Kelvin

mv/s = meters/second

‘Fngine Components Division.
Semor Mamber AIAA.

This paper is declared o work of the U.5. Government and
is 0ot subject to copyright protection in the United Staies.

NASA TN 107489

Introduction

ALLSPD-3D Capabilities

"The ALLSPD-3D con hustion cede is a numerical
tool developed by the Internal Fluid Mechanics
Division (which is now the Turbomachinery and
Propulsion Systems Division) at the NASA Lewis
Research Center for sithulating chemically reacting
flows in acrospace propulsion systems.' It provides
the designer of advanced engines an analysis tool that
employs state-of-the-art comiputationai technology.
The code can sitnulate multi-phase, swirling flows
over a wide Mach-number range in combustors of
coraplex geometry. Three-dimensional, curvilinsar,
structured grids wath multiple zones and mtemal
obstacles give great flexibility in fitting the grid to
solid bodies in the flow simulation. Various
boundary cofditions (multiple inlets/outiets, dilution
holes, transpiration holes, periedic, symmetry, far-
ficld, adiabatic or isothermal walls, centerline
sifigularity) also increase the utility of ALLSPD-3D
in solving complex flaw simulations.

The ALLSPD. 3D Computationa! Fluid Dynarnics
(CI'D) code which was released in Novermbér, 1995.
evalved from the two.dimensional code ALLSPD-21)
(released in June. 1993). Besides extension 1o three
dimensions, the newer code featufed several
improvements and enhancements, including a user-
friendly Graphical User Interface (GUI), multi-
platform capability (supercomputers, workstations,
and paralle] processors), impioved turbulence and
spray models, and more generalized property and
chemical reactions ditabascs. Also, eddy breakup
maodels for turbulence-chemustry interactions were
introduced. A very warmly received fearure of the
ALLSPD-3D version 1.0 code was the GUI for easier
prublem sctup and post-processing.

PTIC QUALTIY [y iTr &




The ALLSPD combustion cades utilize a finite-
difference, compressible flow formulation with low
Mach number preconditioning of the Navier-Stokes
equations. (The ALLSPD-3D) code is intended only
for subsonic flow sifulations sirice it uses central-
differencing for convective and viscous terms on right
and left-hand sides.) Laminar or turbuilent flow
capahilify also exists, and the turbulent flows afe
solved using d low-Reynolds fiumber k-¢ turbulence
miodel. The chemistry model can handle frozen or
finite rate chemiistry flows. Spray coribustion is
supported By « stochiastic, separated flow spray
ntodel.

Negd for parallelization

ALLSPD was parallelized in response to the changing
cormnputational capabilities of the major engine
corhpanies, specifically. the move from large
supercomputers to small workstations, ALLSPD-3D
is memory and CPU intensive for practical
engineering problems. This led to the need for
patallel processing on UNIX workstations such as
those from HP. IBM, SGI, & Sun. However, the
serial code was not ta be abandoned. nor was the
paralle! version to be wildly divergent from the scrial
code. Also, the purallel code needed to 1se developed
using parallel processing techniques readily availahle
to the average user. Therefore, ALLSPD-3D was
parallclized using the de-fucto stiundird PYM
(Pasallel Virtual Machine) message passing library
and with minitial modifications to the serial code.

Transferring data hy message passing supplies exactly
the information a process neads froni its ficighboring
Zones without requiring memory space tor all of the
data in all of the other zoncs. Because ciachi provess
needs data fof only its own grid 2one (i:luding those
ghost cells which actually belong to neighboring
zones). each process only needs enough memory for
the largest zone. This reduced memary fiature of
purallel processing can be very heneficial with large
problen sizes. Also, since each process only
caleulates data on its zone, the tine neaded to
caleulate u single iteration is reduced to
upprosimutely the time needed for the most
nurncrically intensive zone. The only ¢ost for these
great hanefits of paralle] processing is the tirne it
takes to wansfer data between neighbors.
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ALLSPD-3D Parallelization

Pomain dacomposition

The parallei procéssing in ALLSPD-3D is quite
simple: the code is inherently divided in the ddta
dofnaifi. therefore domain decomposition is used.
The multiplé grid zone feature provides natuial
dividing lines in thé data for decomposing the
problem onto rmuliple pfocessors, i.e., each grid 7one
is a natural candidate for parallel processing. This
also miifimizes the changes to the serial code.
Boundary datd is exchanged hetween processors
using the PVM ritéssage-passing library, and each
processor only needs as much memory as demanded
by the Jargest grid zone. This memory limitation is
due to the lack of dynamic memory allocation in
ALLSED-3D; all array sizes are set at compile time
based upon the largest grid zone sirice it falls within
the Single Program, Multiple Data (SPMD)
paradigm. SPMD cun be translated as cach pracessor
running the same progfam as all of the other
processors but with differing data,

Unfortunately, this limitation extends to the amount
of data transferted between procéssors at the end of
cach iteration. The first release of ALLSPD-3D
contains a design flaw which sets the amount of data
to transfer using the marimum possible size of a grid
Zone's face regardless of how much smaller the grid
face being transferred is. The maximum face size is
determined at compile time, and this sets the amount
of data ransferred for all pracessors. If the size of a
particuldr grid face to be passed t & neighboring grid
cone is much smaller than the maximum possible.
then a substantial penalty in communication time is
taken by the transfer of unneeded informition.
Reducing this penalty requires code modifications to
properly size the athount of data to transfer.

Message passing and PVM

The PVM (Parallel Virtual Machine) message-
passing library was developéd at Ouk Ridge National
Laboratory in Qak Ridge. Tennessee.! PVM was
chosen because of its wide acceptance, installed user
base, and portabilicy. PVM is used in o wide variety
of applications on Aumerous afchitectures, and has
become 4 de-fecto stundurd for message-passing
libraries.

The PVM library has many features including
sparvning of processes on a virtual michine and the




communication of various message types between was modified for each variation. For simple speedup

architéctures which may have inherently different testing, thé baseline grid was split inito multiple zofes
data structures. These features are used in the of equa! size with on¢ zone per processof. To test the
. paiallel version of ALLSPD-3D. effects of scaling the pfobler with the number of

. . . : P procéssofs, the basélirie grid was firrared across
ALLSPD-3D version 1.0b with a minor modification syrmetry planes for the o and four processor

' g:):!;lf;: :t::; :}:‘s:]iue‘i"c;ig a::”c(;a:ffi;::;z:yus‘:?:o cases. Then the fout processor grid was refined and
i ) Bing O ivided to create the eight and sixteen processor test
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NUMBER "ZONE POINTS | TOTAL i Tables 5 and 6 detail the grids used in each transition

OF ZONES | DIMENSIONS PER NUMBER | duct tést case.
ZONE OF
. POINTS ’

41 x 21 x 61 52821 ¢  S2521
41 x 21 x 61 52521 | 105042
. | 41x21x61 52521 210084
8§ 4lx21x6! 52521 420168

16 | 41x21x61 53521 840336 e
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Results

Speeduf ‘s defined as the CPLU time of the serial code
foi* a particular test case divided by thé wall clock or
elapsed time of the parallel code for the sartic test
case. The parallé) efficiency is the speedup divided
by the number of proccs’sorﬁ.’ Equations 1 and 2
show these définitions it a mor¢ mathematical forth,

1 ctasemst

Tn allperare:

S=

Equation 1 - Definiiion of Paralle! Speedup

Equation 2 « Definition of Parailel Efficioncy

Alltesit cases were run on dedicated workstations. A
cluster of sixteen IBM RS/6000 Made! 590
workstations with cthemet and ATM networks and a
single SG1 Power Challenge L workstation with cight
CPUs were used for the tests. The siXteen zone test
cases were not run on the SGI Power Challenge L to
kecp the ratio of ofic grid zone per processor for all
tests. The RS/6000 workstations used PVM version
3.3.10 while the SGI workstation used SGI Array
version 2.0 which contains a vérsion of PYM tuned
for SCil workstatons by SGI.

Each tést case: was run for 100 iterations and timed
with the UNIX comimafid fimex. This numbxr was

normalized using the sifigle processor serial code
mermory requirement.

Memory Reduction
Simple Tests

Figute 3

‘The transition duct shows the most dramatic memory
reductioft. With four processors, the per processor
memoty is only about 20% of the single zone test
case. Thus, four workstations in parallel would need
less aggregate mernory than a single machine
cotnputirig the problem scrially because of the way
ALLSPD-3D docs niemory ntanagement. Sixteen
processofs would need less than 10% of the memory
needed by the single zone est case on a single CPU
wrsrkstatinn_The swicl can test case daes not show.as




even though sixteen processors aré comrunicating at
the same time on every iteratiofi.

Speadup for Transition Duct

Simple Tests
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The parallel efficicney for these tests ure plutted in
Figure 5. ldeal parallel efficiency is 1.0 or 1007,

i.e . W0 proce$sois run twice as fast as one for the
same problem. Again, the poor performarnce of the
etherriet network shows itself, ATM networking does
encounter u significant drop in paralle! efficiency for
sixtecnt prixessors, but the roughly 60% efficiency
with only cight processors is quile aceeptuble.

The parallel speedup for the swirl can test cises are
shown in 1gure 6. In additon to the effects of
networking ot the spuedup, we cun see the effects of
adding chemical reactions and spray modelling to the
flow simulation. Adding thesc features increases the
computation to communi 2ation ratic to; the
processors und can also cause the pricessor: to
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coramunicate their pef iteration results at slightly
different times. This would help to reduce the
network cofitention, especially for shared medium
networks such as ethemet,

Speedup for Swirl Can
Stmple Tests
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Paralle! Efficiency for Swirl Can

Simple Tests
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Figure 7

Again. the ethernet test runs show disappointing
paralle! speedup. This time. however, the ethemet is
so overwhelmed by the large datn Fansfor pickets
histing the network at the samie time that the serial
vade performs better for all cases. This is bucause the
size: of the dati packets transferred afier every
iteration are sized on the masimum possible face. In
this case. the actual amount of needed information is
much smaller since the zone inteifaces aze J-K faces
wnd the pachets are sized by the I-K faces. The ATM
network is decidedly better than the ethegnet merely
hy having specdup values greater than one, but a
maximum parallel speedup of only three or four




for the sixteen processor tests is a moot impfovemetit.

The shared memory test runs on the SGI Power Speedup for Transition Duct
Challénge L workstation achicve near ideal parallé] Scaled Tosts

M spuedup. As a matter of fact, the two procéssor test UP smmm e T T
casé reaches supér-liiear speedup. This is most likely E— %.LL “",.,“,::'i, ::.:,.;] / .
due ta memory cache cffects. In all netWorks the w ‘-m"——_J____ .

. addition of chemical reactions improves the paralic) . Pl ‘
spredup with the ATM network henefitting most. : { e
The shared merory fun benéfits Jeast from the o o—— , C—
incréase in computation to communication ratio e ' -

. 1.
- bocanse the shared memary “petwotk™ ntovides . s




scaling except that the single workstation needs a Concludin g Rc_mm. S
larger amount of total memory. For all vérsions, the - -

additional computational burden of chemical ALLSPL? -3D can simulate ﬂow§ on clusters of UNIX
reactions has a constant bui negligible improvement wotkstations of fultiple firocessor workstations with R
in parallel speedup. - shared meiriory using PVM for data ransfer. This

WS RPN WS PO g PSS rgp—

machines. but resulis in a communication-bound

Spéedup for Swirl Can prablem with limits on speedup. Faster networks
; alleviate the situation. but not completely. Shared
Scaled Tests . ; .
I i e memory machine$ provide the fastest
- . — 4 cornmunications but can be cxpensive and require
. Pa'it o' inoerariry! - ethacint 7 L . P .
Pt Crdioptbecri i NN enough memory for the entire problem to be solved.
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